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1. 自己提出的问题的理解：
2. P305页16.22如何理解？其中互不相关为什么可以让公式变形？

讨论后的理解：

此处的不相关说明每个y的分量都可以对x产生独立的影响，所以可以将一个整体的形式变为一个求和形式。而从整体上看，xi本身和y是线性组合关系，所以根据定义，相关性为1，所以最终结果相关性为1。

1. 主成分分析和SVD有什么关联吗？是否可以从奇异值分解这个角度考虑主成分分析是如何推导的？

讨论后的理解：

可以将SVD理解为处理PCA的一种手段，也可以将其看作是PCA本质的思想，因为PCA的分解形式和SVD不谋而合，但PCA也可以通过特征分解来实现，总之，分解是手段，而提取主成分是目的。实际上，最终需要完成的任务就是对X协方差矩阵进行一次奇异值分解，然后按照顺序从大到小排列奇异值和对应的特征向量，也就得出了我们需要的主成分。

1. 别人提出的问题的理解
2. 为什么说16.1(a)中的x1和x2是线性相关的?

自己的理解:

它们之间的关系可能不是很好给出，但是直观上看，x1的值会影响x2的值，粗略一点的想可以把这个椭圆看作一条直线，那么x2很明显是等于k\*x1的，也就是有关联的

1. 满足16.29式子说明什么? 是指使方差最大吗?

自己的理解：

这个问题可以看一下16.26公式，此处实际上是希望迹最大，而根据特征值的大小关系以及16.28，16.27的限制，只有让大的特征值系数尽可能大才能实现这个目标，也就是16.29的表达的意思，因为系数和为q，那么最理想的就是前q个特征值的系数都为1而其余系数都为0.

1. 在下图中，为什么说当知道其中一个变量y1的取值时，对另一个变量y2的预测是完全随机的，y2的取值范围难道不是跟y1有关吗？

自己的理解:

在知道y1的情况下，除了y2的取值范围，我们并没有得到任何其他关于y2的信息，y2的值是完全随机的，而如果是原始图中的x1，x2的话，知道x1，就能知道x2在哪个象限的可能性大，所以x1对x2有着一种预测的作用，但是y1就无法得出y2在哪个部分的概率大这种信息

1. 为什么需要将总体主成分和样本主成分分开讨论？

自己的理解：

总体主成分是假设我们已经有了这种情况的所有数据以及数据分布的模式和情况，知道了所有的情况，感觉是一种理论情况。样本分析感觉倾向于数据统计，也就是我们并不知道数据分布的所有信息，只能通过随机采样来进行一种近似的分析，偏向于实际的应用，比如显示生活中的数据肯定不太可能对应到数学中的一个具体的分布模式，所以样本分析就是用局部估计总体的情况然后在此基础上进行PCA

1. 在主成分分析中，如何保证结果是线性无关的？

自己的理解：

这应该在使用拉格朗日乘数法的时候的条件就已经保证了这一点，每一次的计算都要保证与之前的分解方向线性无关，所以结果也就是线性无关的，这是一个固有属性。

1. 读书计划

1、本周完成的内容章节：复习16章并学习了22章内容

2、下周计划：准备复习一下17章并开始学习下一本书

四、读书摘要及理解

1． 主成分分析：主成分分析的目的是使用少量线性无关的变量来代替线性相关的变量，从而实现数据的压缩以及维度的下降，以此来挖掘数据的基本结构。主成分分析一般分为总体主成分分析和样本主成分分析。

2. 主成分的分析方法：主成分分析最直观的求解方法就是拉格朗日乘数法，其通过逐步分解的过程求解。其是一系列最优化问题，在保证系数向量线性无关的前提下来实现方差最大化，并且新的系数向量要与之前所有的维度都不想关，而经过计算，主成分的方差对应的是从大到小的原始矩阵的特征值。

3. 主成分分析k的确定：根据定理，保存前k个主成分造成的信息损失最小，而k的确定需要根据实际的应用。一般通过累计方差贡献率和针对某个特定变量xi的方差贡献率综合考虑k的值。

4. 矩阵规范化：一般在进行处理前，我们会将随机变量归一化，这样做的好处是引申出很多有用的而结论，比如特征值的和的计算以及特征值是相关矩阵R的特征值等结论。这些结论在是原始条件在特定情况下的计算结果，实际上从原始情况来直接推导也完全成立，但是因为其较为常用，所以额外给出其形式便于使用。

思考：PCA是一种非常经典且常用的数据降维方法，其目标是按照影响力的大小给出主成分，进而给出数据的基本结构。而其可以通过特征分解和奇异值分解来实现。PCA本身的目标就是尽可能多的保留信息，只是其偏重于研究最终保存的主成分向量，但是实际上，特征分解的步骤是一个必须的步骤，因为其会给出计算主成分必须的特征向量，所以可以将PCA理解为SVD的一个应用。此外，PCA在求解特征向量，计算结构等问题上有着很重要的应用价值，是NLP中很常用的方法。